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HW #4 Notes



HW4 Notes

e If your improvement is along a dimension not measured by evalb (e.g.
runtime):
e Still run evalb on both old and improved code and report both results
e NB: improved runtime cannot occur at “drastic” reduction in accuracy

e \Write code to measure your performance, and report before/after results in the
readme
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HW #4: OOV Handling

e As we discussed previously, you will find OOV tokens

e Sometimes this as as simple as case-sensitivity:



OOV: Case Sensitivity

Sentence #23:“Arriving before four p.m .”

N> "before” [-3.8326] | | PP -> 1+IN*2 2:NP+4 [-13.9845] | TOP -> 1-PP+4 4-PUNC-5 [-19.4677] |
| | | FRAG_PP -> 1+IN+2 2:NP+4 [-13.1613] | TOP -> 1-FRAG_PP+4 4:PUNC-5 [-18.6445] |

| CD -> "four" [-4.3438] | PRIME -> 2:CD+3 3°RB+4 [-10.3372] | TOP -> 2:NP+4 4-PUNC-5 [-11.4025] |
| | NP_PRIME -> 2:CD+3 3-RB-4 [-10.2784] | |
| | NP ->2:CD-3 3-RB-4 [-8.9233] | |

“arriving” is in our grammar, but not “Arriving”
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OOV: Case Sensitivity

Sentence #23:“Arriving before four p.m .”

perSTaniving' [-1.0372] |
_VBG -> "arriving" [-0.6931] |

~ | PRIME ->0-VBG+1 1-PP+4 [-19.6776] | TOP ->0-FRAG_VP+4 4-PUNC-5 [-21.1981] |
aY | VP_PRIME -> 0-VBG-1 1-PP+4 [-18.0049] | TOP -> 0-VP-4 4-PUNC-5 [-20.1503] |
S.VP_VBG -> "arriving" [0.0000] | o | VP ->0-VBG-1 1-PP-4 [-17.6629] | |
- 1 ke | FRAG_VP ->0-VBG-1 1-PP-4 [-16.2257] | |
| FRAG_VP_PRIME -> 0-VBG+1 1-PP+4 [-15.8691] |

| IN -> "before" [-3.8326] | | PP -> 1+IN+2 2:NP+4 [-13.9845] | TOP -> 1+PP+4 4-PUNC*5 [-19.4677] |
| | | FRAG_PP > 1+IN*2 2:NP+4 [-13.1613] | TOP -> 1-FRAG_PP-+4 4:-PUNC-5 [-18.6445] |

| CD -> "four" [-4.3438] | PRIME -> 2:CD+3 3-RB+4 [-10.3372] | TOP -> 2:NP+4 4:PUNC-5 [-11.4025] |

| | NP_PRIME ->2:CD-3 3-RB-4 [-10.2784] | |
| | NP -> 2:CD-3 3+-RB-4 [-8.9233] | |
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HW #4: OOV Handling

e Propose some number of N most likely tags at runtime...



OOV: Propose POS Tags

“Show me Ground transportation in Denver during weekdays .” — No “during’!
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OOV: Propose POS Tags

“Show me Ground transportation in Denver during weekdays .” — No “during’’!
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OOV: Propose POS Tags

“Show me Ground transportation in Denver during weekdays .”— No “during”’!

Parse result: 1or
S VP PUNC
S VP_PRIME NP
VB NP_PRP NP_PRIME
NP PP
NN NN IN  NP_NNP
Show me  Ground transportation in Denver  during  weekdays
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OOV: Propose POS Tags

“Show me Ground transportation in Denver during weekdays .”— No “during”’!
Gold parse: 1or
S VP PUNC
S VP_PRIME NP
VB NP_PRP NP_PRIME PP
NP PP IN NP_NNS
NN NN IN - NP_NNP

Show me  Ground transportation in Denver  during  weekdays
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Problems with this approach?
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Handling OOV

e Option #1:
e Choose subset of training data vocab to be hidden
e Hidden words replaced by <UNK>

e Run induction as usual, but some words are now ‘ <UNK>'

e Option #2:

e Implicit vocab creation:
e Replace all words occurring less than ntimes with <UNK>
e Fix size of V (e.g. 50,000), anything not among IVl most frequent is <UNK>

o (See J&M 2nd ed 4.3.2 — 3rd ed, 3.3.1)
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https://web.stanford.edu/~jurafsky/slp3/3.pdf#subsection.3.3.1

Problems with These Approaches?

e Option #1
e May sample “closed-class” words

e Closed-class words are disproportionately more common
e .. Approximation will be worse the more data there is, because Zipf

e Option #2
e Con: Requires a lot more data

e Pros: Samples from all word classes
e Will only count closed-class words once
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https://nlp.stanford.edu/IR-book/html/htmledition/zipfs-law-modeling-the-distribution-of-terms-1.html

