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Announcements
● HW5 ref code available

● HW6: PyTorch directly, no more 
edugrad (but same API :))
● 1.7.1 docs

● A note on runtime and scalability of 
LSTMs
● Definitely fast on small data, but 

doesn’t scale
● From hw6.model.LSTM.forward:
● [NB: hw7 will use torch native LSTMs, 

a bit faster]
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https://pytorch.org/docs/1.7.1/


Some Python/PyTorch Notes
● Training loop in HW6: saves best model based on dev loss, evaluates that

● model.eval(), model.train()
● Sets the “mode” of a model in PyTorch
● .eval() turns off things like Dropout, which are only used in training; .train() turns 

them back on

● `with torch.no_grad():` 
● For inference/test mode: doesn’t allocate memory for gradients on Tensors, saves 

lots of memory

● RNNClassifier.forward: fancy-ish tensor operations to extract the “last” hidden 
state from a batch of variable-length sequences
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Pre-trained Transformers: Decoder-only
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GPT(2)
● Generative Pre-training
● Radford et al 2018; 2019 (GPT2); Brown et al 2020 (GPT3)

● Uses Transformer decoder instead of encoder
● “Self”-attention: masked so that only can attend to previous tokens
● Pure LM training objective
● Can be used for text generation

● GPT: same params as BERT-BASE; GPT2 much bigger; GPT3 muuuuuch 
bigger (175B params)

● Training data: crawled from outbound Reddit links w/ >3 karma, not public
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https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/abs/2005.14165


Comparison
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Source: BERT paper

https://arxiv.org/pdf/1810.04805.pdf


Samples from GPT2 (Cherry-picked)
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Samples from GPT2 (Cherry-picked)
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Write With Transformer 
● Prompt: Studying computational linguistics is a good idea. There are many 

interesting problems. 

● However, there are many bad problems. The research into computational 
linguistics has not helped very much in the development of better solutions. One 
problem with computer science and machine learning is that, until recently, the 
problems they were supposed to solve were insufficiently well studied. Most of the 
people who are doing research in computer science (at least in my profession) 
have no understanding of how to design a particularly natural problem, for 
example. In the case of the reasoning problem above, most of the people I know 
who work on computer science or machine learning have no understanding of how 
to make computer programs work in ways which do not have unavoidable adverse 
consequences. In the best cases, computational linguistics was little help.
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https://transformer.huggingface.co/doc/gpt2-large


Write With Transformer 
● Prompt: I didn't ride my bike to campus today because of the snowy 

weather. 

● There is a lot of construction and I wanted to have a few hours of skiing. All 
that snow is a real pain in the ass. Good thing there was an LRT planned 
for that area. See you guys on campus in a few days! Photo credit: 
Tapto@archivosos.gr – August 26, 2016: Windy Weather on the Mountain 
(photo credit: Diana Prat) 
From Diana Prat, via tapto@archivosos.gr: 
Ever since the camp that I organized to protest the modernisation of the 
Barranco, my beautiful alma mater, you know, going in for a press 
conference, I was asking why the Italian government

10

https://transformer.huggingface.co/doc/gpt2-large
mailto:tapto@archivosos.gr
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GPT3
● Same approach: pure 

Transformer decoder trained on 
LM
● Scale: 175B params
● Data size: ~500billion tokens, 

majority from filtered Common 
Crawl

● Few-shot “fine-tuning” paradigm:
● Prompt with a few examples, ask 

to continue
● No parameter updates
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https://arxiv.org/pdf/2005.14165.pdf


GPT3 Few-Shot Results
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k=32



Some follow-ups on GPT3
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● Has ushered in a lot of work on “prompt tuning”: how to best engineer the 
prompts to produce the behavior that you want

● Very useful survey paper/website on that front: http://pretrain.nlpedia.ai/ 

● Putting the “open” back in:

● EleutherAI: “A grassroots collective of researchers working to open source AI 
research.”

● Reproduce GPT-like models + datasets in entirely open way

● OPT-175B: Meta’s first open (incl logbook, etc) non-commercial replication

● More now (varying degrees): Mosaic, Mistral, …

http://pretrain.nlpedia.ai/
https://www.eleuther.ai/
https://ai.facebook.com/blog/democratizing-access-to-large-scale-language-models-with-opt-175b/


Pretrained Transformers: Encoder-Decoder
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BART
● Full Transformer, i.e. encoder-decoder transducer
● Many composable transformations of raw text, presented to encoder
● Goal of decoder is to reconstruct the original text

● Good for both discrimination and generation
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https://arxiv.org/pdf/1910.13461.pdf


High-level Overview
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Comparison of Pre-training Objectives
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Advantages of Encoder-Decoder Models
● “Best of both worlds”
● On a par with RoBERTa on NLU / discrimination tasks
● State-of-the-art on many generation tasks (e.g. summarization)

● Others: 
● MASS
● T5 
● uses labeled data
● “Unified” text-to-text format
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http://proceedings.mlr.press/v97/song19d
https://jmlr.org/papers/v21/20-074.html


Multilingual Pre-training
● One other main dimension: mono- vs multi-lingual pre-training
● Roughly: concatenate (in fancy way) corpora from many languages, then do the 

same kind of pre-training
● Much more info from Agatha’s lecture on May 15
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Encoder-only Decoder-only Encoder-decoder

English-only * BERT, RoBERTa, XLNet, ALBERT, … GPT-n BART

Multilingual mBERT, XLM(-R), … BLOOM (HF BigScience), 
XGLM

mBART, MASS, mT5

https://huggingface.co/bigscience/bloom
https://arxiv.org/abs/2112.10668


Limitations of Pre-training + Fine-tuning
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State of the Field
● Manning 2017: “The BiLSTM Hegemony”

● Right now: “The pre-trained Transformer Hegemony”
● By default: fine-tune a large pre-trained Transformer on the task you care about
● Will often yield the best results
● Beware: often not significantly better than very simple baselines (SVM, etc)
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Scale scale scale
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source

https://www.youtube.com/watch?v=Tp412ab3kHQ


Note on the costs of LMs
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Note on the costs of LMs
● Currently something of an ‘arms race’ between e.g. Google, Facebook, 

OpenAI, MS, Baidu, …
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https://www.aclweb.org/anthology/P19-1355/
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https://arxiv.org/pdf/1907.10597.pdf


More on the Costs of LMs

● For more on the reactions to this paper: https://faculty.washington.edu/
ebender/stochasticparrots.html 
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https://faculty.washington.edu/ebender/stochasticparrots.html
https://faculty.washington.edu/ebender/stochasticparrots.html
https://faculty.washington.edu/ebender/papers/Stochastic_Parrots.pdf


Some Reasons to Pause
● Leaderboard chasing (via larger models and more data) funnels research 

activity into one specific and limited goal
● Amplifies harmful biases
● Equity costs
● Climate costs
● Data documentation debt
● Does not promote human-like linguistic generalization (Linzen 2020 summary)

● More from Angelina McMillan-Major on May 20 on stochastic parrots paper
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https://tallinzen.net/media/papers/linzen_2020_acl.pdf
https://dl.acm.org/doi/10.1145/3442188.3445922


🤗 Transformers
https://huggingface.co/transformers 
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https://huggingface.co/transformers


Overview of the Library
● Access to many variants of many very large LMs (BERT, RoBERTa, 

XLNET, ALBERT, T5, language-specific models, …) with fairly consistent 
API
● Build tokenizer + model from string for name or config
● Then use just like any PyTorch nn.Module

● Emphasis on ease-of-use
● E.g. low barrier-to-entry to using the models, including for analysis

● Interoperable with PyTorch or TensorFlow 2.0
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Example: Tokenization

29See http://juditacs.github.io/2019/02/19/bert-tokenization-stats.html (h/t Naomi Shapiro)

https://huggingface.co/docs/transformers/preprocessing
http://juditacs.github.io/2019/02/19/bert-tokenization-stats.html


Example: Tokenization

29See http://juditacs.github.io/2019/02/19/bert-tokenization-stats.html (h/t Naomi Shapiro)

https://huggingface.co/docs/transformers/preprocessing
http://juditacs.github.io/2019/02/19/bert-tokenization-stats.html


Example: Tokenizing a Batch
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https://huggingface.co/docs/transformers/preprocessing


Example: Tokenizing a Batch
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Add `return_tensors=“pt”` to get these outputs as PyTorch Tensors

https://huggingface.co/docs/transformers/preprocessing


Example: Forward Pass
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More on HuggingFace
● Main library: https://huggingface.co/transformers 

● Model repository (w/ search, tags, etc): https://huggingface.co/models 

● Datasets: https://huggingface.co/datasets

● …
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https://huggingface.co/transformers
https://huggingface.co/models
https://huggingface.co/datasets

