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Today’s Plan
● The “ChatGPT Moment”: what happened?

● Pretraining and “post training”: 
● Instruction tuning
● Reinforcement learning from human feedback

● Summary
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The “ChatGPT moment”
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From This Write With Transformer 
● Prompt: I didn't ride my bike to campus today because of the snowy 

weather. 

● There is a lot of construction and I wanted to have a few hours of skiing. All 
that snow is a real pain in the ass. Good thing there was an LRT planned 
for that area. See you guys on campus in a few days! Photo credit: 
Tapto@archivosos.gr – August 26, 2016: Windy Weather on the Mountain 
(photo credit: Diana Prat) 
From Diana Prat, via tapto@archivosos.gr: 
Ever since the camp that I organized to protest the modernisation of the 
Barranco, my beautiful alma mater, you know, going in for a press 
conference, I was asking why the Italian government
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https://transformer.huggingface.co/doc/gpt2-large
mailto:tapto@archivosos.gr


And This Write With Transformer 
● Prompt: What inspired Noam Chomsky to invent the light bulb? 

● He was, of course, inspired to do this by his lifelong fascination with 
electricity, especially its power and simplicity. He used to say that in the 
early days he had not really known how to work a light bulb
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https://transformer.huggingface.co/doc/gpt2-large


To This?
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And This?
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And This?
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What are people searching for?
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ChatGPT announced



What are people searching for?
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What are people searching for?
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Why this explosion?
● In some ways, a UI/UX phenomenon:
● A chat interface is much more natural / evocative than “mere” text prediction
● Follow instructions
● Ask questions
● Take turns (revise answers, make suggestions, etc)
● But: lots of technical tricks required to go from a pure language model to 

something with that interface
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Post-training
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Getting LMs to “behave”
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● LMs are trained to produce natural/plausible continuations based on their 
training data

● This can often be very different from responding to requests or instructions 
from users:

source

https://openai.com/index/instruction-following/


Getting LMs to “behave”
● Asking the LM “in the right way” (prompt engineering)

● In-context learning: give examples in the prompt (see GPT3 slides)

● “Chain of thought” prompting:

● “Let’s think step-by-step”
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(Still wrong!)

https://arxiv.org/abs/2201.11903
https://papers.nips.cc/paper_files/paper/2022/hash/8bb0d291acd4acf06ef112099c16f326-Abstract-Conference.html


Prompt engineering
● Huge amount of energy going into prompt design, given those surprises and 

heavy dependence on wording

● Some perplexing results:
● Intentionally irrelevant prompts still work: https://aclanthology.org/2022.naacl-main.167/ 
● Shuffling the labels in prompt examples still helps: https://aclanthology.org/

2022.emnlp-main.759/ (and similar for CoT: https://aclanthology.org/2023.acl-
long.153/)

● A news story: https://www.washingtonpost.com/technology/2023/02/25/prompt-
engineers-techs-next-big-job/ 

● What other additional forms of training might be useful?
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https://aclanthology.org/2022.naacl-main.167/
https://aclanthology.org/2022.emnlp-main.759/
https://aclanthology.org/2022.emnlp-main.759/
https://aclanthology.org/2023.acl-long.153/
https://aclanthology.org/2023.acl-long.153/
https://www.washingtonpost.com/technology/2023/02/25/prompt-engineers-techs-next-big-job/
https://www.washingtonpost.com/technology/2023/02/25/prompt-engineers-techs-next-big-job/
https://www.washingtonpost.com/technology/2023/02/25/prompt-engineers-techs-next-big-job/


High-level overview
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source

https://karpathy.ai/stateofgpt.pdf


High-level overview
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source

https://karpathy.ai/stateofgpt.pdf


High-level overview
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“Post-training”

source

https://karpathy.ai/stateofgpt.pdf


Instruction tuning

17



Instruction tuning: main idea
● GPT3 et al are bad at following instructions because their 

pretraining data (e.g. web text) doesn’t have lots of examples

● Let’s train it on such text!

● Convert existing NLP datasets to instruction-following format, 
continue training on those
● Annotated datasets
● But: converted to language modeling format
● Also called “supervised fine tuning” (SFT) in some sub-literatures
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Instruction tuning: schematically
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source

https://openreview.net/forum?id=gEZrGCozdqR


Instruction tuning: results
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● Comparison: stars to 
blue circles

● Note: vertical gray bars. 
Not generally competitive 
with supervised models.

● Translation: non-English 
output significantly 
worse.

source

https://openreview.net/forum?id=gEZrGCozdqR


Instruction tuning: mixing and scaling
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source

https://jmlr.org/papers/v25/23-0870.html


Instruction tuning: mixing and scaling
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source

https://jmlr.org/papers/v25/23-0870.html


Instruction tuning: compute
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source

https://jmlr.org/papers/v25/23-0870.html


Summary
● Instruction tuning:
● Convert tasks into natural language instruction format
● Continue training language models on that text

● Produces more control over output format, generally better results than 
base LM on benchmarks

● Example dataset: https://aclanthology.org/2022.emnlp-main.340/ 

● Example model: https://huggingface.co/google/flan-t5-xxl 
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https://aclanthology.org/2022.emnlp-main.340/
https://huggingface.co/google/flan-t5-xxl


Reinforcement Learning from Human 
Feedback (RLHF)
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RLHF: main idea
● Following instructions is one thing

● Being responsive in dialog is another

● What if we could ask people what kinds 
of responses they like?
● Train a model to predict those preferences
● Use that model to fine-tune the LM
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RLHF: Reward Modeling (the “HF”)
● Generate multiple responses to a single input

● Gather human rankings of those generations

● Train a reward model (RM) to prefer higher-ranked 
generations: RM(x, y) ∈ ℝ

27source

ℒ(θ) = 𝔼x,yw,yl (−log (σ (RM(x, yw; θ) − RM(x, yl; θ)))

https://arxiv.org/abs/2203.02155


RLHF: Reinforcement Learning
● Take a pretrained LM
● Prompt it, generate response
● Feed (prompt, response) to reward model RM
● Use that reward to update LM

● This is reinforcement learning with the RM playing the role of 
external environment (provider of rewards)
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ℒ(θLM) = 𝔼
x, ̂y∼PLM( ⋅ ∣ x; θLM) RM(x, ̂y) − β log

PLM( ̂y |x; θLM)
PLM( ̂y |x; θpretrained)

https://docs.google.com/document/d/1nv5QA3MRdjlpmUdTcMlhc6SPTSj54LAv1NebnAXaiHk/edit?usp=sharing


RLHF: Some Results
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RLHF: Examples
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Not always

Not quite right



RLHF: Examples
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RLHF: further notes
● Final ingredient: InstructGPT -> ChatGPT
● Instruction tuning on dialogs, RLHF but dialog data and dialog-formatted instruction data
● What we know: “We trained an initial model using supervised fine-tuning: human AI trainers 

provided conversations in which they played both sides—the user and an AI assistant. We gave the 
trainers access to model-written suggestions to help them compose their responses. We mixed this 
new dialogue dataset with the InstructGPT dataset, which we transformed into a dialogue format.”

● Direct Preference Optimization (DPO): reparameterizes the RLHF loss to avoid RL altogether 
(i.e. no separate reward model at all)
● Easier, more stable training
● Works well in practice

● Sasha Luccioni on the human costs of RLHF (among other topics)
● See also: https://time.com/6247678/openai-chatgpt-kenya-workers/ 
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https://openai.com/index/chatgpt/
https://openreview.net/forum?id=HPuSIXJaa9&utm_source=substack&utm_medium=email
https://arstechnica.com/gadgets/2023/04/generative-ai-is-cool-but-lets-not-forget-its-human-and-environmental-costs/
https://time.com/6247678/openai-chatgpt-kenya-workers/


Summary
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Summary
● From GPT3 to ChatGPT:
● Instruction tuning (“supervised fine tuning”)
● Reinforcement learning with human feedback 
● Both of the above on dialog data specifically

● Dramatically changes the nature of LM generations (more responsive to 
questions/instructions, a bit more controllable, but also very verbose)

● More satisfying interactions for general users

● Extremely expensive on many axes
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Not all that glitters is gold
● Human costs

● Models still reflect the data:
● human preferences 
● stereotypes and biases
● frequency
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https://arxiv.org/abs/2402.04105
https://arxiv.org/abs/2309.13638
https://twitter.com/soldni/status/1790110681426993552
https://twitter.com/allgarbled/status/1789829440635048239/photo/2


Looking Ahead
● Rapidly changing methods and area, hard to predict what will happen next

● The general landscape: extremely wide array of models being released regularly
● Don’t keep up (can’t!) with every single one, but understand parameters of variation (open 

vs. closed, instruction tuned or not, data source/type, etc), to read papers/model cards
● Prominent open models (to varying degrees): OLMo, Llama, Mistral

● Areas not discussed, but very relevant:
● Agents / tool use
● Code data and its importance for natural language (still being quantified)
● New evaluation methods
● Multimodality
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https://allenai.org/olmo
https://llama.meta.com/llama3
https://docs.mistral.ai/getting-started/models/


Next Week
● Societal Impacts (stay tuned)

● Multilingual + low-resource NLP (C.M. Downey)

● May 29 (no class May 27): summary + AMA discussion (announcement 
soon)
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