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Announcements
● HW5: almost out, great job!

● HW7 out this afternoon
● Sequence-to-sequence
● Char-level MT
● Implement attention

● Note on MacOS Sequoia environment
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Fine-tuning
● How to apply a pretrained LM to data from a new task 

● Fine-tuning:
● Take pre-trained LM, replace LM “head” with task-specific head

● Supervised learning (either of whole model, or just the head) on 
● Updates parameters

𝒟′ = {(x′ i, y′ i)}

𝒟′ 
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In-context learning
● In-context learning:

●  , defines a template with slots [X] and [Y]
● e.g. for SST: “Review: [X] Rating: [Y]”
● “if you sometimes like to go to the movies to have fun , wasabi is a good place 

to start .” —> “Review: if you sometimes like to go to the movies to have fun , 
wasabi is a good place to start . Rating: ”

● Concatenate k examples (could be 0!) with y filled in.

●  = “Review: if you sometimes like to go to the movies to have fun , 
wasabi is a good place to start . Rating: 3”

● NB: often use other tokens than the true labels (e.g. “good”)

x′ := fprompt(x)

ffill(x1,3)
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In-context learning (cont.)
● Ask the model to generate based on final input, i.e. to sample  
 

● NB: possibly a sequence, not a single token.
● Possibly with additional context / “task description” first: 

● For classification: define an “answer function” mapping  back into your label 
space!

● No parameter updates!

zk+1 ∼ P ( ⋅ | ffill(x1, y1), . . . , ffill(xk, yk), fprompt(xk+1))

P( ⋅ | task-description, ffill(x1, y1), . . . , ffill(xk, yk), fprompt(xk+1))
zk+1
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GPT3 Few-Shot Results

6

k=32



GPT3 Few-Shot Results
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Prompt sensitivity
● Different choices for  

can lead to drastically different 
performance!

● Even just basic format! 

● “Prompt engineering”: how to 
design and build effective 
prompts.  More on this later.

fprompt(x)
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https://openreview.net/forum?id=RIu5lyNXjT


Why/how does ICL work?
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Some Mysteries
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source

https://aclanthology.org/2022.emnlp-main.759/


Some Mysteries
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source

https://aclanthology.org/2022.naacl-main.167/
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10

source

https://aclanthology.org/2022.naacl-main.167/


Some Mysteries
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source

https://aclanthology.org/2022.naacl-main.167/


Linear Regression Case Study
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https://openreview.net/forum?id=0g0X4H8yN4I
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Linear Regression Case Study
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https://openreview.net/forum?id=0g0X4H8yN4I


Induction Heads
● Induction head = attention 

head which:
● Matches a prefix
● “Copies” the attended to token
● [A][B]...[A]→[B]
● Analogical/fuzzy version -> ICL
● [A*][B*] … [A] → [B]
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source

https://transformer-circuits.pub/2022/in-context-learning-and-induction-heads/index.html#definition-of-induction-heads
https://aclanthology.org/2025.findings-naacl.283.pdf


Induction Heads
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https://aclanthology.org/2025.findings-naacl.283.pdf


Prompting Strategies
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“Chain of Thought”
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https://dl.acm.org/doi/10.5555/3600270.3602070


“Chain of Thought”
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Hand-written! 
For k=8 examples

https://dl.acm.org/doi/10.5555/3600270.3602070


“Chain of Thought”
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https://dl.acm.org/doi/10.5555/3600270.3602070


“Let’s think step by step”

16



“Let’s think step by step”
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“Let’s think step by step”
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More examples and resources
● Self-consistency

● Tree of thoughts

● Self-ask

● STaR

● A survey of several: https://www.promptingguide.ai/techniques 
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https://openreview.net/forum?id=1PL1NIMMrw
https://dl.acm.org/doi/10.5555/3666122.3666639
https://aclanthology.org/2023.findings-emnlp.378/
https://arxiv.org/abs/2203.14465
https://www.promptingguide.ai/techniques


Searching for Prompts
● Can we do something more principled, i.e. search for prompts 

automatically instead of hand-engineering?

● Discrete search:
● AutoPrompt
● DSPy: “Programming—not prompting—LMs”

● Continuous search / prompts (not necessarily interpretable!):
● Prefix tuning
● Prompt tuning
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https://aclanthology.org/2020.emnlp-main.346/
https://dspy.ai/
https://aclanthology.org/2021.acl-long.353/
https://aclanthology.org/2021.emnlp-main.243/


Resources
● “Pre-train, Prompt, and Predict: A Systematic Survey of Prompting 

Methods in Natural Language Processing”
● Paper: https://arxiv.org/abs/2107.13586 
● Companion (updated) website: http://pretrain.nlpedia.ai/ 

● https://www.promptingguide.ai/ 

● A Survey on In-context Learning: https://aclanthology.org/2024.emnlp-
main.64/ 
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https://arxiv.org/abs/2107.13586
http://pretrain.nlpedia.ai/
https://www.promptingguide.ai/
https://aclanthology.org/2024.emnlp-main.64/
https://aclanthology.org/2024.emnlp-main.64/


Summary
● In-context learning uses prompts to ask models to solve many different 

tasks, without updating parameters

● Sensitive to many choices:
● Prompt template
● Task description
● Exemplars/in-context examples
● …

● Today: high-level overview of some of what’s known about how and why 
this method works to the extent that it does, pointers to more info.
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