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Paper #1
ConjNLI: Natural Language Inference Over Conjunctive 
Sentences (Saha et al., 2020)



Natural Language Inference

● A task to decide given a premise, whether a hypothesis is true (entailment), false 
(contradiction), or unknown (neutral). 

Examples from Bowman et al.(2015)



Motivations

● Most examples in existing NLI datasets do not require inferences over the conjuncts 
that are connected by the coordinating word.

○ e.g. Man and woman are sitting on the sidewalk. & Man and woman are sitting. 

● There are almost no examples with non-boolean conjunctions. 

○ Boolean coordination: “A and B” is true -> A is true and B is true

○ e.g. A total of five men and women are sitting. & A total of five men are sitting.

● State-of-the-art models such as BERT and RoBERTa often fail to make inferences for 
samples with non-boolean conjuncts. 

Examples from Bowman et al.(2015)



Contributions

● This paper introduces ConjNLI, a new adversarial dataset for NLI over diverse and 
challenging conjunctive sentences.

● They also present some initial model advancements that attempt to alleviate some 
of these challenges in ConjNLI.

○ Iterative adversarial fine-tuning RoBERTa

○ Initial predicate-aware (SRL) RoBERTa

○ Predicate-aware RoBERTa with adversarial fine-tuning



Data Creation

● Conjunctive Sentence Selection

○ Wikipedia

● Conjuncts Identification

○ Constituency parser (AllenNLP)

● NLI Pair Creation

○ Remove, add or replace one of the two conjuncts to obtain another sentence. 



Data Creation (continued)

● Manual Validation & Expert Annotation

○ Pairs are first manually verified for grammaticality, then annotated by two 
English-speaking experts (with prior experience in NLI and NLP). 

○ Round #1: each annotator annotated the examples independently.

○ Round #2: disagreements are discussed to resolve final labels. 

○ Inter-annotator agreement: 0.83 (Cohenʼs Kappa)



Data Analysis



Recap: Contributions

● This paper introduces ConjNLI, a new adversarial dataset for NLI over diverse and 
challenging conjunctive sentences.

● They also present some initial model advancements that attempt to alleviate some 
of these challenges in ConjNLI.

○ Iterative adversarial fine-tuning RoBERTa

○ Initial predicate-aware (SRL) RoBERTa

○ Predicate-aware RoBERTa with adversarial fine-tuning



Methods

● Iterative Adversarial Fine-Tuning

○ Automated Adversarial Training Data Creation (15k)

■ expert human annotation phase -> automated boolean rules + some 
heuristics for non-boolean semantics

■ For “boolean and”, “A and B” is true -> A and B are individually true. 

● a conjunct is removed -> entailment

○ a conjunct is removed from a named entity -> neutral 
(Hoeksema, 1988; Krifka, 1990).

○ e.g. Franklin and Marshall College & Franklin College -> neutral



Methods (continued)

● Iterative Adversarial Fine-Tuning

○ Automated Adversarial Training Data Creation

■ expert human annotation phase -> automated boolean rules + some 
heuristics for non-boolean semantics

■ For “boolean and”, “A and B” is true -> A and B are individually true. 

● a conjunct is removed -> entailment

● a conjunct is added -> neutral

● a conjunct is replaced -> contradiction



Methods (continued)

● Iterative Adversarial Fine-Tuning

○ Automated Adversarial Training Data Creation

■ expert human annotation phase -> automated boolean rules + some 
heuristics for non-boolean semantics

■ For “non-boolean and”, look for trigger words like “total”, “group”, 
“combined”, etc. 

● e.g. In total, the flooding and landslides killed 3,185 people in China. & 
In total, the landslides killed 3,185 people in China. -> contradiction



Methods (continued)

● Iterative Adversarial Fine-Tuning

○ Algorithm for Iterative Adversarial Fine-Tuning



Methods (continued)

● Initial Predicate-Aware (SRL) RoBERTa

○ Semantic Role Labeling



Methods (continued)

● Initial Predicate-Aware (SRL) RoBERTa

○ Motivation: late fusion of syntactic 
information for NLI (Pang et al., 
2019)

● Predicate-aware RoBERTa with 
adversarial fine-tuning

○ Combining them together! 



Results



Conclusion

● This paper presented ConjNLI, a new stress-test dataset for NLI in conjunctive 
sentences (“and”, “or”, “but”, “nor”) in the presence of negations and quantifiers 
and requiring diverse “boolean” and “non-boolean” inferences over conjuncts.

● Large-scale pre-trained LMs like RoBERTa are not able to optimally understand the 
conjunctive semantics in ConjNLI.

● Adversarial training and a predicate-aware RoBERTa model achieved reasonable 
performance gains on ConjNLI, but future work is needed for better understanding 
of conjunctive semantics. 
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Paper #2
Investigating gender bias in language models using causal 
mediation analysis (Vig et al., 2020)



Gender Bias

Belinkov, Causal Mediation Analysis for Interpreting Neural NLP: The Case of Gender Bias, https://www.youtube.com/watch?v=ew-P4vU-2yI

What is the model itself to do with the bias?

https://www.youtube.com/watch?v=ew-P4vU-2yI


Causal Mediation Analysis

Vig et al., 2020; Pearl, 2001

Total Effect = Indirect Effect + Direct Effect



Causal Mediation Analysis (cont)

Vig et al., 2021



Metric

Vig et al., 2021



Mechanism

Vig et al., 2021

● ynull: The nurse said that
● yset-gender: The man said that



Mechanism - Total

Vig et al., 2021



Mechanism - Direct and Indirect

Vig et al., 2021



Experiment Design

● Neuron Intervention -> set-gender

Vig et al., 2021

● 17 Augmented Templates (Lu et al., 2018)
● 169 professions (Bolukbasi et al., 2016)
● 2873 examples



Experiment Design

● Attention Intervention -> swap-gender

● Data: Winobias (Zhao et al., 2018a), Winogender (Rudinger et al., 2018)
● 290 + 44 examples

Vig et al., 2021



Results - Datasets

● Larger -> more sensitive
● Effects in different datasets

Vig et al., 2021



Results - Attention

Vig et al., 2021



Results - Attention (cont)

Vig et al., 2021



Results - Neuron

Vig et al., 2021



Conclusion

➔ This paper introduced the framework of probing the transformer LMs in 

Causal Mediation Analysis

➔ Larger models are more likely to emulate the gender bias in training corpus, 

although the bias only manifested on a small number of neurons or heads

➔ Model components may take on specialized roles in propagating gender bias

Vig et al., 2021



Our Project
Probing Pre-trained Language Models: A Case Study of 
Coordination Using Causal Mediation Analysis



Motivation

● The distributive-collective ambiguity for sentences with compound subject
○ A compound subject is a subject made up of two or more individual subjects 

joined by a coordinating conjunction
○ Sentences with compound subject can have multiple interpretations 

■ John and Mark smiled 
● Distributive reading: John and Mark each smiled (✓)
● Collective Reading: John and Mark together smiled (✗)

■ John and Mark built a house 
● Distributive reading: John and Mark each built a house (✓)
● Collective reading: John and Mark together built a house (✓)



Research Questions

● Do pre-trained language models capture this linguistic phenomenon?
○ Do LMs differentiate between distributive and ambiguous predicates?

■ How to operationalize
● Natural Language Inference 
● Would changing the predicate type change the modelʼs prediction?

● What is the underlying causal mechanism?
○ What are the neurons that contribute most to the modelʼs prediction?

■ Method
● Causal Mediation Analysis (CMA)
● How much causal effect is transmitted via each neuron?



Data 

● Template:
○ Premise: DP1 and DP2 Pred
○ Hypothesis: DP1 (DP2) Pred

■ Distributive predicate: the premise entails the hypothesis
■ Ambiguous predicate: the relationship is uncertain

● Distributive reading: entailment
● Collective reading: contradiction or neutral

● Use the template to generate synthetic data



Data
● Problem: Syntactic Heuristics (McCoy et al., 2019)

○ Lexical overlapping
■ Assume a premise entails a hypothesis constructed from the words in the 

premise
● E.g., Models predict entailment regardless of the predicate type

○ Solution
■ Select  models based on their performance on ConjNLI

● ConjNLI covers a wide range of challenging coordinating 
conjunctions

● Selected models are less likely to rely on the heuristic



Intervention

● Response Variable
○ Y = Odds(not entailment | premise, hypothesis)

● Intervention
○ Swap the distributive predicate in a given premise/hypothesis pair for an 

ambiguous predicate while keeping everything else the same
■ Control group (swap = 0, i.e., distributive predicates)

● Premise: Mark and John smiled
● Hypothesis: Mark smiled

■ Treatment group (swap = 1, i.e., ambiguous predicates)
● Premise: Mark and John built a house
● Hypothesis: Mark built a house



Metrics

● Total Effect
○ TE = Yswap = 1 / Yswap = 0
○ Odds ratio scale (VanderWeele and Vansteelandt, 2010)

■ Vig et al (2020) defines TE = (Yswap = 1 - Yswap = 0) / Yswap = 0 = Yswap = 1 / Yswap = 0 - 
1

■ More intuitive than theirs given the odds definition of response variable
○ How to interpret

■ If TE > 1, distributive and ambiguous predicates are differentiated
■ If TE ≈ 1, distributive and ambiguous predicates are undifferentiated
■ If TE < 1, we may make wrong assumptions

● E.g., the premise does not entail the hypothesis in the control group



Metrics

● Natural Direct Effect
○ NDE = Yswap = 1, M(swap = 0) / Yswap = 0

● Natural Indirect Effect
○ NIE = Yswap = 1 / Yswap = 1, M(swap = 0)
○ Correct a mistake in previous CMA papers
○ Used to identify the neurons with the largest contribution

● Decomposition
○ TE = NIE * NDE, or equivalently, log(TE) = log(NIE) + log(NDE)
○ The decomposition holds even when there are nonlinearities and interactions



Preliminary Exploration

● TE = 0.410 / 0.046 ≈ 8.913 > 1
● Similar results for other ambiguous predicates

○  e.g., built a boat and demolished a wall
● Roberta-large-mnli seems to grasp the difference!



Any questions/thoughts? :)


